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Abstract

We will consider mapping properties of neural networks, in particular, injectivity
of neural networks, universal approximation property of neural networks and
the properties which the ranges of neural networks need to have. Also, we
study approximation of probability measures using neural networks composed
of invertible flows and injective layer and applications of these results in inverse
problems.


