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Abstract

Particle Markov chain Monte Carlo methods (PMCMC) [1] allow for practi-
cal Bayesian inference with a general class of dynamic models: the so-called
hidden Markov models (a.k.a. general non-linear/non-Gaussian state space
models). The PMCMC methods rely on combination of Markov chain Monte
Carlo and particle filters. We discuss certain challenges that arise with mod-
els having ‘weakly informative’ observations, and present improved methods
that mitigate/overcome such challenges [2,3]. The weakly informative setting
arises with time-discretised path-integral models, such as a stochastic differential
equation whose law is modulated by ‘penalising’ its paths by state-dependent
(non-homogeneous and irregular) potentials.

The talk is basd on joint works with Nicolas Chopin (ENSAE), Santeri Karp-
pinen (Jyväskylä), Sumeetpal S. Singh (Cambridge) and Tomás Soto (LUT).
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